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PROGRAM A REVISIONS

Introduction and Summary

Since the publication of 'Error Analysis - Program A'"* a
number of revisions have taken place, some minor, others not so
minor. This memorandum will detail these revisions and may general-
ly be tagken as the final descriptive report of Program A.**

As will be recalled, Program A effectively simulates the
scanning camera navigation device in that randomized errors are
introduced into the measurements, and position and attitude error
patterns calculated from these measurements are studied. In M-
9552-2 an extensive description of the program was undertaken to-
gether with derivations of some of the pertinent equatioms. A
number of minor errors or ravisions occurred there and these are

corrected hera.

_Of major importance, however, is the slight change in the

navigational equations. Actually it is a change in philosophy
— which hinges upon which guantity to minimizé in the least squares

enslysis. Previously the residuals of a coertain function ware
minimized. It seems wiser, on subsequent thinking, to minimize
the residuals of the measured quantity., This is detsiled in the
body together with the necessary equations.

Some improvements were made in the statistical analysis
sasction and these are also given herein, though some quastion can
be raised as to their informstion content, especislly concerning

the chi-squared test.

%* Carroll, J.E., "Brror Analysis - Program A", CDC TM-9552-2,
July 29, 1963. (Hereafter referred to as TM-9552-2 in the text.)

%% Memoranda will of course be forthcoming on the actual program
usage and also on various error analysis results.




A. Minor Revisions

Table I lists those exrata for T™-9552-2 which can be considered
as minor errors in the memorandum itself or revisions to Program A.
Most important sre the following:
(a) The obliquity of the ecliptic 1s taken at 1970.0
and is equal to 23926'35".47,
(b) Instead of the fifty brightest stars, 100 are
chosen with the capability in the program of
specifying how many are to be used. These
stars with their 1970.0 equatorial coordinates
are listed in Tabie II. kight ascemsion and
declination were found by simple linesr extrapo-
lation from the 1950.0 positions in Atlas Coelil
using Annual Variation in each coordinate,
(c) In generating random gaussian transit time
arrors, the !'n(x) table was extanded to 43.4

sigma, thereby utilizing 99.94% of all cases, or

omitting only 3 out of every 5,000.

(d) One of the important partial derivatives had beem
omitted from the Appendix of TM-9552-2. It is
giten in Table I.




TABLE I: Minor Revisions in T™-9552-2 and in Program A
Paga No. Line Change
abstract par. d "the 100 brightest..."”

3 24 '"100 brightest stars with,.."

10 Eq. (10) change - to + before arcsine

12 last "{e the obliquity of the 1970.0 ecliptie
which we take as"

13 first " 23%261351.47.€6) 15 v

13 ftnte Insert: (6) Allen, C. W., Astrophysical
Quantities, Athlone Press, 1963, p. 18.

14 This table replaced by 100 brightest staxs
as given in Allen, Astrophysical Quantitiss,
1963, p. 229. (See Table II of the present
memorandum.) Referaence (7) also changes,
therefore.

15 Eq.(18) A” should be given in radians.

15 6 “gnd G = 1.996 x 10~% (A.U.)3/sec? gm
ia. o e "

17 1 ‘as RNGN. This...."

17 5-6 " ..from -3.4 to +3.4 in increments...”

L0 L=q since ~3.4 = TR+3.4, then -3.40°5Aq £ +3.40
i.e., the assumption is made that we are
only dealing with 99.94% of the possible
cases. This is certainly not a serious
restriction, however.

22 Eq. (29) - sign before M

B-2 Eq.(B-3) Change - to + before A

B-3 After Eq.(B-8) and before the line: ‘'where
A and B...", insert:
2f an APy (B-9)
Equation numbers (B-9) - (B-11) then
become (B-10) - (B-12).




TABLE II: 100 BRIGHTEST STARS*
GENERAL RIGHT ASCENSION** DECLINATION:*
CATALOGUE (1970.0 EQUATOR) (1970.0 EQUATOR)
NUMBER
h m s o} 1 "
86833 64 43, 4945 =16, %4 0. '24 '
8302 6y 23, 17.14 ‘=52, %40, ¥44,
____19728 14, 37.;32-8___________'_?60o_;'420 _'»_471_”___
19242 14, 14, 1746 A9, 20 17,
25466 18, 35, 55.3_ _ 38, 45, 17,
6427 5' 140 2801 450 58' 120
674410 5 (] 1,3_0 5_0»6 ‘=8 o___! 14 [ S,'
10277 7¢ 37, 43.9 5. 418, 12,
1979 1, 36, 35.8 =57, %23, Y19,
18971 14' 1. 41'3 =40, '13! '460
7451 5, 53, _32.8 7. 24, 12, ..
27470 19+ 49, 19.2 8, 47, 15,
56.05 ..4.J 34. 11'7 _;160-‘ 27l . 1:
16952 12, 24, 54,8 *62. *56, T e
22157 164 27, _33.8_ - =26, W22, "2,
16144 13, 23, 3645 .11, -« Y20,
32000 224__55,__5947__ _®29, *A6, *54, :
10438 7¢ 43, 29.0 28, 6 1.
_._ 28846 20440, 24,3 45, 10.__ 21,
17874 12« 45, 57.3 *59, *31., *31,
138926 10, 6o 4645 124 64 524____ .
9188 6' 57. 26.8 .28, -55' *480
10120 To__ 32, _41.3 31,57 20w
23769 17, 31, 24.0 .37, =5, “2
6668 Se__ 23, 31.3 6. 19, 28,
6681 5: 24, 23.6 28, 35, 2.
12764 9¢ 1?2, 52.9 69, %35, *36,
17052 12, 29, 29.3 =56, %56, %45,
6960 5, 34, 41,3 =1, %13, *10,_ .
30942 22, 6, 21,0 *47, =6, *27,
17518 12452, _42.9 561__c7.m 21, —
___. 4041 S¢__22,__10.2 49, A5, 22, __ . _ .
25100 18, 22, 10.8 .34, *24, "3,
15185 11, 1. 53,5 61._ 54, 49,
11105 8. 8s 3645 w47, %14, *50,
9443 ~ 74 7 103 '260_*201_*390___...___.._
18643 13, 46, 21.5: 49, 27, 44,
___23857 1]4 35._ ,9706. '_42',?;158 '_,,!511
7543 S5¢ 57, 19.6 44, 53, 49,
8633 6y __35,__58.8 164 25, _ 35,
12069 8, 43. 526 '.540 *350 *53.
___2_275_58 1_6_0 4‘5 . 28_- 2 =6 8 ¥ 58 ,_"3 2,:
28374 20, 23, 17.0 56, *50, = e
13463 8, 21, _54.0 =59, %24, *&45,
* Allen, C. W., Astrophysical Quantities, Athlone Press, 1963, p.

*%

Coeli, 1960) using Annual Variation.
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Computed by linear extrapolation from 1950.0 coordinate (Atlas

1465
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1.75
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1,81
1.81

1,85 .

1.86

i.86

2 +89
1.93
L4098
1,93
1.94
1.94_

'229.

- 1.85



* GENERAL RIGHT ASCENSION DECLINATION VISUAL
CATALOGUE (1970.0 EQUATOR) (1970.0 EQUATOR) MAGNITUDE
NUMBER .
h m s o v m
8223 64 21, 22+ 6 '-170 *56, "23. 1.96
—— 2538 2 . 5 .. 285 23, 19 ] 17 [ S 2400
2796 2' 17. 49,6 =3, =6, '47. 2‘ 00
— 2243 1o 50, 7.2 89 T4 80e . 2,402
14177 10+ 18, 15.3 19, 59, 39, 2,02
- 865 a__ 42, 5.0 ‘*48, -9 ._w"3 Ve 2+04
20029 14y S0, 46,3 74, L6, 41, 2+ 04
__13044______ 9!__26 —— 608___________ "8.__'31._“39 PP 2005 .
7264 5, 46, 2000 =9, w40, %43, 2:06
127 ' ba__49.48 284 55y 30, 2.:07
23837 17, 33, 32.3 12, 34, 50, 2407
19033 14, 4., 54.5 =36, w43, "24, e 2:¢07
14090 b 8 2.7 35, 27, ‘44, 2,07
239_41 18, 5,3_0_.____24!3.___.__,.___._;'26 _"204__"9. _,2;09 -
16953 12, 24, 5505 "620 *“56, -2. 2,09
3733 3_0_* 6.___1206 400_ 50'_30.__ ____________ 2010
18133 13, 22, 43.4 55, 4. 53, 2412
16189 _ 11, 47,  31.8 14, A4, 24, 2413
1117 ] 54, 52.7 60, 33, l7l 2,15
________17262 12, 39, 51.4 *48, w47, %44, 2416 _
2477 24 2, 2.8 42, 11. 13, 2416
_____‘___31685____22[_40'__5300,_____ .470 -2! t32|;w 2l16
6847 5, 30, 284 ’ 20 58, 2419
e 792 «__ 38, 47.5___ 586, 22, 23, __ ~ 2+290
24432 17, 55, 54.4 51, 29, 30, 2421
— 20947 15, 33,_25,0 26, AB.... 0524 . 2422._
28338 20+ 21, B9 40, 9, 34, 2,22
10947 - 8y 2._.31.8__ =39, *55,_ =3, e 2423
12623 9y 6, 53.5 ~43, %18, *38, 2,23
_____._______12831______“ 91_‘*16 .___17.3/_,-_‘,_,»*___‘_ '59. -8| '56 [ R 2l24 . ,‘
147 ] 7. 33-8 580 59' 50 2l26
22640 16,48, 13,0~ w34, %14, *26, ________ 2.29 __
21489 150 58, 33,3 22, "32' *16, 2,352
18458 13, 37.. _.58¢3__ w53, wi8, *53, 2,34
.. = - - e Tl - o= oy TSy SR R o
519 - ,_'*24 .__48 02,_______________,_"42 07‘7'28 sy . 79 P 2. 37 X
$0431 C 21, 42, 42,7 9. 44, 11, 2488
23988 1,7_! 40. 24'5 .39 |.__-1 | A-lo e 2'59
19656 14, 33, 35.5 -42, -1, *38, 2039
19856 14I 43- 40,06_,_ e 27. 110 58.___.“4.< 2"59 e
9886 7. 22, S54.4 =29, *i4, *36, 2,42
16268 11, 52, 45.6____ - 53, 51, %2, _______ 2,43
29848 21+ 17, 51.8 62, 27. 30, 2,43
23158 17_1 ,8_. 3903 ‘,'.150;_'410_..'23|;_. ___.204“"
12938 9y 21, 11.1 ‘*54, %52, w56, 27
28959 20, 4»4}.__59087‘” 33 . Slo 25. o 2e%0
32149 20' 3. 15'9 150 2' 37. 2049
; 19774 14, 39, 55,3 . 47, *15, *40, 2,50
32135 23 2, 1940 27, 55, 10, 2450
21609 164 Sa__ 41,43 . ®1G . %43y Sl 2452 _
$643 3 . 42.6 3, 589 23s . 2?53
15438 11, 12, _30.9__ 20, 41, 8. . . 2435
22332 16! 350 3001 ~10. *309 *291 2_l 56
- 26161 1_9<| . 4203 R '.290 wssl. *31'.,A,.m_h.___.-_,___,2?57,*_,,
16740 12. 14, 1507 ’17.'. w22, w32, 2!58




B. Ieast Squsres Navigation Computation

In T™-9552-2, the minimwm data attitude and position computa-
tions are correct as givén. The least squares method, however, rests
on a p.z.;ecarious assumption anﬁ therafore mét be rascued. Furthermore,
it is unnecessarily complicated in that both attitude and position |
are computed together, Thq can, gince stars contribute no information
towards vehicle position, be evaluated napa:ately, g:aatly relieving
thereby the amount of compﬁtation required,

The assumption montiom_d above and the ensuing problem concerns
itself with the non-li.nuriiy_ of the functior; connacting the measured
transit time and the v;l%iele ankm--as T 1a§at aquacres analysis de-
veloped in the Appandix to TM-9552-2 was based on mininizing the sum
of the squares of the midml. of this function. When the measured
value is buried in a nonl.:luur manner iIin th§ fumtion, thig is not
in general the procedura folr“ccmputi.ng the "bast" values of th unknowms .,
Physi.cally, one expects tl;at if the measured values are believed to
be norxﬁally distributed aMt the true value as mean, tﬁen the values
i e ———— ———— gL AUUSL @ YELES CULLSEPULGLES
to that mean, By minimizing t.he sum of the squaras of the function
residuals, one is finding fnlues of the wnknowns which éorreapond to the
mean of the function residuals, and these are not necessarily the same
values as would correspond to the mean of the measured values. Said
in other words, one certainly acts correctly in minimizing the sum
of the squares of the residuals of the messured quantities, but there
cen arigse some question &8s to the validity of this result when tha

seme procedure is applied to the residuals of s fumction connecting



the measured and unkncwn quantities.

Thus we reformulate the least squares navigation computation on
the following lines. Let fk(xl, Zys ooeXp; t;) = O represent the
function connecting the measurable parameter t, and the unknowns x,,
i=1,2, ..., n. Becauge of the non-linesrity of £, in the variable
tk and perhaps in some of the unknowms, we first linearize the function

using assumad valuas x.' and tk':

3
‘S (Mﬁ /Afb + (D’Cﬁ) AT = O $))
Jf( + Z— o J 5_2‘; £

o= /

PU. Spriprp

whers the primes danote evalusation at x 3’ * and t' and the true values

= * = s
are x; = x,' + tn:j, t =t "+ Atk lat p measurements of t, now be

made, one mesgurement for each k(k = 1, 2, ..., p), yielding values
tm: The expectation of amy of these values is just the solution of
(1); i.e., a linsar function of the incremental unknowns ij:

£ 1—2.(:23) s

¢ () = & - @

YA

The Gauss-Markoff theorenst* states that the baest unbissed linear least
squares estimates ij axe those valuas of the ij that minimize the

sum of squares

£ a
= 5 (Y -E()) % @
£=

% Trumpler and Weaver, Statistical Astromomy, Dover Prees, New
York, 1953, p. 182.




wvhere w, ie a waighting function dependent on the variance okz of
t'km'

In our navigational problem, all of the measurements are asgsumed
performed in the same manner with the same instrument on essentially
identical targets.* Thus all of the w, are the same and can be dropped
from the motation. Furthermore, for lack of any better estimate, we
let tk' =t That i{s, we evaluate the function and its partials at
the measured valus t;, since this represents a highly accurate approxi-
mation to the true t,.

The equations from which the l'n:j are calculated come from minimizing
S with respect to the unkoowns:

2S ,
= =0 S )R se g N,
da; > A FhG %)

Substituting tyy, for tk‘, Equation (2) in Bquation (3), carryisg out
the differentiations, and rearranging terms, gives, finally, the

solution

[

AX =M7'B )

where A’§ i8 a n x 1 celumn vactor whose elements axe the ij, M is

an n X n square matrix with elements ‘1_1‘

r (af‘/aa,-)'(aﬂ/o?&J ()

at;,' =£;/ (D’f,‘ /Jt‘)’a

* In a future program, the targst measurement errors will differ
depending on their magnitude,




and B is an n ¥ 1 colum vector whose elements are ey

F 2 ’ ’
C‘:?--'Z ’i(afn/ém) .

4=/ (Df\s /;td)'a

)

The differance between these coefficients and those in TM-9332-2
(Equations (40)-(41)) are that the former have (3 £,/9t,)'2 in the
denominator, acting somewhat as a waighting function. This is only a
slight modification while the philosophical outlook is quite differsnt
snd, with the present analysis, more convincing.

In our navigational problem, the function f; is linear in the
position cocrdinates X, Y, 2 of the vehicle, but nonlinesr in the
attitude parameters 6,  , t, and also in the transit time t,. In
addition, the coefficients of the position coordinates are themselves
nonlinear in the attitude parameters and transit time., We can thus

urite fk as

£ =Xa(e,p,4;%)+Y4(8,7%;L)

+Z2c (6% G; %) +4(8,8%,4)=0

From a set of transit time messurements (one meagurement for each k)

the position coordinates and attitude paramaters are to be computed.

This will be done separately; that is the gttituda parametars will be
computed uging only star transit time data Chere the fk is not a function
of X, ¥, 2), while the pogiticn of the vehicle will be derived only

from planet transit timas, Neither will ba assumad to affect the

other.



This last point requires some digscussion., 1In an actual navigation
sitvation, the attitude, even though it be determined only by stars,
is used in computing quantities for the position determination. That is,
the vehicle attitude must be known before position can be found. Thus,
any aerrors in attitude will probsbly contribute sxrors to the positionm.

We are more interested at the pragsent time, however, in deducing
hov fundamental transit time errors affect sttituda and position separately.
At soma later date, their mutual influences will be examined. Therefore,
in Program A, ve will compute the vehicle position using for the attitude
its true values, (To date thers is no similar dependence of attituda
on position--only stars ara used for attitude.)

The computation of attitude will thus proceed as follows. Equation
(5) can ba written as

A6

a¢ | = M B ®

Al
where M and B have their elements specifiad by Equations (6) and (7).
Afl¢ IUNCL1OR anNU Partill GEravatives ctnerd snown are afamat:aa &t the
tzue valuas of the attitude spacified at the start of the program and
at the measured value of the transit time Cym® The primes demote such
an evaluation. The explicit forms are shown in the Appendix to TM-95352-2,
EBquations (B-1)-(B-3)* and in Equations (25)-(28) in the body of the
memorandum. (It will be noticed that & £,/ t = - Jfy/ °t,.)

The computation of position is quite similar., At first sight a

significant improvement might seem pcssible due to the linearity of the
function in the position coordinstes, This is not 2c because of the

dependence of a, b, ¢ in Equation (8) on t,. Attempting to compute the

* Equation (B-3) should have a pius sign in fremt of A.
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position rather than the increments in position will thus result
in a quadratic or worse in .t‘btee unknowms ,

To escape this complexity and gtill compute the position directly
we will use assumed values of X, Y, Z for afk/ o t. In the form
(8) we nota that 9 flax -va', Ef/é'Yub, | Bf/b Z =¢c go that

on substituting into (6) and ) th&vahiclp position baconea
X -1
Y= M™MB (10)
Z

where M is a symmetric matrix with elements

5 2
i XS
r a.
Q, = v (11)
: ,(Z,‘ (/%)
a, =2 - (12)

4 ¢
= 5 % (13)

(14)

I

ay, Ce
> (15)
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Pu
. Z é./ C.‘:(_/
P ORIy R (16)
at‘J’ = /L' (17)

and B i8 a colum vector with elements

¥ ’
LS A s
= - 7 L@ -3
1T TE (R ALY

= *Z (2, /at Y2

(19)

/

-

£/ (D*r-L/Qf.c)"l @0

The axplicit forms are to be found in Equations (33)-(36) im TM-9552-2
and from Equation (B-9)¥ in Appendix B to that memorandum. (Again
note that o fk, p ty =~ o fk/ ! to.) These matrix elements ara all
evaluated at the true values X, ¥, Z, 9, ¢ s and at the measured

trangit time t, . Thus many of the quantities can be compute before

* Equation (B-9) is idemtical to Equation (B-3) and should have
bean inciuded immediastely after (B-8) and just before the lina
of text: 'where A snd B are...". The Equations (B-9)-(B-11)
become numbered (B-10)-(B-12).



the Monte Carlo procesg in Program A lesving only simple manipulations
after the measured time tim bacomes known, This ig also true for

attitude, of course.



c. Statistical Analysia

The method of analyzing the list of errors in any of the

six attitude and position values has been sltered to the extent

of computing additional moments of the distribution, plotting the
distributicn, and gubjecting it to a chi-squared test,

For computation of distribution moments, let each entry be repre-
sented by x,. Then

M
/
=Z%

are computed for r = i, 2, 3, and 4,

(11)

These are the first four moments
of the distribution about the erigin.®* They are related to the central

mements (moments about the mean value x), By , through

X

: (12)
3

3
N
I
~X
«X
X
+
o\
N

<2
v 59" |
and

(13)

Burington and May,

Handbook of Probability and Statistics with
Tables, Handbook Publ ishers Ine., Sandusky, Ohio, 1958,
pP. 9, 10.




Also computed are: (a) the coafficient of skewnegs*
3
Y= u; /o (1)

vhich indicates the asymmetyy of the distribution about the mean
(Yl > 0 indicates a "long tail" to the right while Y} < 0 indicates
a similar featurae on tha hfc) and (b) the coqfficiont of excess¥

o=y /7%) -3 as

waich is a measure of the ree of "flattaaing" (kurtosis) of the
distribution near its center.
The computation of these moments and coefficients will define the

sample distribution quite wall, since, for a normal distribution about

mean zero,
ay =% , ¥ =¥a=0 )
24 = 4. = 4l = .. = O
- T : ( (16)
and
Map = (2a =t @" )

Checking these against the sample values will clearly show the extent
to wvhich the individual errors sre normally distributed,

For visual analysis, & plot is gensrated of the distribution of
points. 1t is presented along with the listing of the cumulative

distributfon, (Sez Appondix 4 of T™M-~9552-4 for a typlcsl print-out.)

* Eurington and May, Homdbook of Probability and Statistics with
{ables, Handbook Pubiishcrs inc., Sandusky, Ohio, 1958, p. 13, 23, 2.




G

To further accumulate data concerning each distribution, a ehi-
squared test is perfotmad on the fit of the sample to a normal distri-
bution.* Having already found the sample mean X and standard deviation
o, and having gcncrat@d a cunulative dis&ibution over r intervals
esach of siza b, we can compute, for the mid-point x, of each interval,
tha quantities

P -2/
. a ¢ ¢clan

(17)

The cumulative distribution also reveals the number of points in each

intazval 511. if the toital number of poinis is 'il., we now form the sum

A a
yi= Z (N;=NP) /NP (1)

ts}

end from it the quantity
'é} o J 2}‘ — .I 34."'7 . (19)

Either x2 or t, can be used to determine the probability that the
sample was taken from a mormslly distributed population. 1If a large
number of sample sets are taken, and xz computer for each set, it will
be found that xz is distributed according to a ;2 distribution®* with
parameter m. This latter is the numbar of degrees of freedom possessed
by the esample and is aqual to r - 1 -b where b is the number of distribu-

tion paramaters computed from the semple, Here b o 2 30 that m = r - 3,

* Burington and May, p.180.

%  1bid,, p. 141, Teble XIV.
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or three less than the mumber of intervals. If m is large enmough,
say m > 30, then t:x is distributed normally about zexo mean with
unit standard deviation.

To determine to what degree of confidence we can state that a set
of sample points comes from a mormel distribution, we compute x and
g, gselect r, and find xz and tye Let us assume for the moment that
m < 30, Then the value of X% can be compared to a table such as
Table XIV in Burington and May.* For exesple if m = 20 and > = 37.566,
then the table states that ¢ = ,0l. This means the following: 4f the
sampla set from which x2 was computed actually came from a normally
distributed population, then only 1% of the tima could x2 be expected
to be greater or equal to 37,566 for m = 20, One would be tempted to
say, then, that this ssmpls has a low probability of coming from a nor-
mal populatioa. Usually a level is chogsen such as ¢ = .03, .01, or .001
such that the statement: "within & confidence level of 5%, the given
sample does not come from a mormally distributed population" can be
made, Take another example, say m = 15, xz = 8. Such a sample almost
cerinitely cComes ITOm & NOTmMRl population since over 90% of the samples
from this population will have valves of X2 > 8 for m = 15,

When m > 30, the x> distribution becoms normal so that t, is
the useful parameter. Thigs value is compared in a similar manner to
a table such as Table III in this memrandm** Again, 1if the sample
from which tx is computed actually comes from s normal population, then

a certain fraction ¢ of the time, t > ty- 1£ thig fraction 1is low,

* Ibid, p. 286.

*%* Tgble 1II is compiled from Tsble IX of Burington and May by simple
additions or subtractions.
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oo

Table II1: Table of Values of t for
¢
e t e t 4
.9987 -3.0 4602 +0.1
.9974 -2.8 4207 2
.9953 -2.6 .3821 .3
.9918 ~2.4 . 3646 4
.9861 -2.2 .3085 .5
9773 -2,0 2742 .6
.9713 -1.9 .2420 o7
9641 -1.8 2119 .8
.9554 -1.7 . 1841 .9
. 9452 -1.6 .1587 1.0
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the sample itself is certainly not very normal and hag a low probability
of coming from a normal population, In s manner similar to the x,z case,
confidence levaels of 5%, 1% or .17 are usually chosen as decision points.
To take an example, let m =» 56, txuz. Then ¢ ~ .023 means that the
particular sample only bas about a 27 chance of coming from a normal
population and thus is vejected on a 5% level but accepted on 2 1%

level.




